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Poster no. First name Last name Title of poster

4 Adam Dahlgren  
Lindström

Generating Scene Graphs Conditioned on Images and Text *

8 Adam Lindhe A Large Deviation Approach for a Goodnes-of-Fit test for Variational  
Autoencoders

12 Albin Heimerson Reinforcement learning using an online datacenter model

16 Alexander Karlsson Automatic Target Recognition with Noncoherent Radar and Deep Learning

20 Alexander Dürr Robot Skill Learning based on Interactively Acquired Knowledge-based Models *

24 Alexandre Martins Autonomous learning camera systems in resource constrained environments

28 Alexandru Dura MetaDL: Declarative Program Analysis for the Masses

32 Amanda Olmin Probabilistic models and deep learning - bridging the gap

36 Amber Zelvelder The Interpolating, Normalising and Kernel Allocating (INKA) Network

40 Amir Roozbeh Make the Most Out of Last Level Cache in Intel Processors

44 Anton Johansson Model Selection for Neural Networks

48 Arman Rahbar Analysis of Optimization and Generalization in Neural Networks *

52 Axel Berg Deep Networks for Ordinal Regression

56 Bram Willemsen Developing a GWAP to collect visually-grounded collaborative dialogue *

60 Carl-Johan Hoel Combining Planning and Deep Reinforcement Learning in Tactical Decision  
Making for Autonomous Driving

64 Caroline Svahn Inter-frequency radio signal quality prediction for handover, evaluated in 3GPP 
LTE

68 Chanh Nguyen Toward Elasticity Control For Edge Data Centers *

72 Christian Nelson Ultra-Reliable and Low-Latency Wireless Communication for Control

76 Christopher Blöcker Mapping flows in bipartite networks *

80 Christos Matsoukas AI-supported endpoints in chronic kidney disease

84 Claudio Mandrioli Modeling of Energy Consumption in GPS Receivers for Power Aware  
Localization Systems

88 Daniel Ahlsén Verification of Quantitative Multi-Agent Systems

92 Daniel Gedon Deep Learning for Sequential Data

96 - - -

100 Fredrik Präntare Simultaneous Coalition Structure Generation and Assignment

104 - - -

108 Héctor Rodríguez Déniz A Bayesian Dynamic Multilayered Block Network Model

112 Johan Källström Adaptive Air Combat Training Systems  for Competency Based Training

116 Karl Norrman Cryptographic Protocol Verification

120 Kristin Nielsen Underground Positioning

124 Martin Pallin -

128 Martin Isaksson Secure Federated Learning in 5G Mobile Networks

132 Masoud Bahraini Uncertain constrained networked control systems

136 Mohammad Ali Nazari -

140 Nikita Korzhitskii Characterizing the Trust Landscape of Certificate Transparency Logs

144 Noric Couderc Smart modules: Automatic selection of collection classes

148 Timotheus Kampik Models of Bounded Rationality for Autonomous Agents
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Automatic Target Recognition 
with Noncoherent Radar and Deep Learning 

Alexander Karlsson

Description:
Classifying radar echoes has been a hot topic since the dawn of radar.  As a result many methods exists for Automatic Target Recognition (ATR) in 
radar systems. A common method is to analyze the High Range Resolution Profile (HRRP) of the target. Recent approaches for this involves machine 
learning and Deep Learning techniques. In this study we will look at the possibility of obtaining the HRRP with noncoherent radar as a means for ATR. 
This is also done using Deep Neural networks (DNN). 

Background

Complex objects such as airplanes, cars, etc. are often
modeled as a set of point scatterers. The received echo from
such a target with scatteres can, after complex down
conversion, be approximated as

X

where X is the received signal voltage, is the phase of
the transmitted pulse, is the wavelength of
the transmitted pulse, is the RCS of the ´th scatterer, G is
a gain and depends on the difference between the angle to the
scatterer and the antenna look direction (azimuth antenna
gain) as well as the difference between the current range bin
and the range to each scatterer (pulse gain), and is
complex noise. Below are some illustrations of how | X |
may look as a function of and aspect angle for different
scatter models.

Methods
If the pulse phase is known is chosen as

for integer
This

would yield a high range resolution of and is

referred to as a stepped-frequency waveform. In this case the
radar is noncoherent i.e. the phase is not known. We thus have
to look at methods of obtaining the HRRP from |
instead. This is a phase retrieval problem where one aims to
recover the phase of a spectrum in order to calculate the inverse
transform. This is a hopless problem without some prior
knowledge of the original signal , e.g. that it is real and non-
negative. In such cases iterative algorithms exist that can
recover from |. In this case we instead use DNN to
recover directly from |.

DNN

Examples

In the following example a fully connected DNN has been
trained on simulated data with | as input and as label.
The labels were always centered in the same manor.

|









The Interpolating, Normalising and Kernel 
Allocating (INKA) Network

Amber Zelvelder, Umeå university
Department of Computer Science

This poster describes the Interpolating, Normalising and Kernel Allocating (INKA) neural network that is based on the principles of radial-
basis-function (RBF) networks. Modifications to the basic RBF network concern the training algorithm, the use of a non-Gaussian output 
function for the hidden neurons and the use of normalised inputs to the neurons of the output layer instead of absolute ones. Several 
tests on known functions show that these modifications give INKA learning performances which are superior to those of both multilayer 
backpropagation networks and usual RBF networks. These improvements concern learning speed, sensibility to local minima, precision, 
definition of training parameters and generalization capabilities.

Background

References
1) Klopfenstein, R. W., S.R.: Approximation by uniformly spaced gaussian functions. Approximation Theory 4, 575

580 (1983)
2) Hartman, E.J., Keeler, J.D., Kowalski, J.M.: Layered neural networks with gaussian hidden units as universal 

approximations. Neural Computation 2(2), 210 215 (jun 1990)
3) Park, J., Sandberg, I.W.: Universal approximation using radial-basis-function networks. Neural Computation 3(2), 

246 257 (jun 1991)
4) Park, J., Sandberg, I.W.: Approximation and radial-basis-function networks. Neural Computation 5(2), 305 316 

(mar 1993)
5) Benaim, M.: On functional approximation with normalized gaussian units. Neural Computation 6(2), 319 333 (mar 

1994)
6) Moody,  J.,  Darken,  C.J.:  Fast  learning  in  networks  of  locally-tuned  processing units. Neural Computation 

1(2), 281 294 (jun 1989)
7) Debenham, R.M., Garth, S.C.J.: The detection of eyes in facial images using radial basis functions. In: Neural 

Networks for Vision, Speech and Natural Language, pp. 50 64. Springer Netherlands (1992)
8) Platt, J.: A resource-allocating network for function interpolation. Neural Computation 3(2), 213 225 (jun 1991)
9) Jokinen, P.A.: DYNAMICALLY CAPACITY ALLOCATING NETWORK MODELS FOR CONTINUOUS LEARNING. 

In: Artificial Neural Networks, pp. 1153 1156. Elsevier (1991)
10) McClelland, J.L., Rumelhart, D.E., Hinton, G.E.: The appeal of parallel distributed processing. Morgan Kaufmann 

(1988

Abstract

The main principle of the training algorithm is to allocate new
hidden neurons where the output error is the greatest, thus trying
to reduce the global error as much as possible at each step.
However, the distance between the centroids of two hidden
neurons is not allowed to be smaller than the constant . The
Algorithm as presented below is applicable for one output, but
can be applied to multiples as well.

Algorithm
This poster presents a neural network (NN) that is based on the
principles of the so-called radial-basis-function (RBF) networks.
This NN approximates functions by interpolation between the
peaks of the radial basis functions instead of trying to make them
fit directly to the approximated function, as is usually done in RBF
networks. This is the main reason why the network is called the
Interpolating, Normalising and Kernel Allocating (INKA) network.
Kernel Allocating means that the number of hidden neurons is
adjusted in order to improve the function approximation.

Localized neural networks are mainly used in classification tasks,
but work has also been done on continuous function
approximation [1,2,3,4,5]. Since one RBF neuron usually covers
only a limited input subspace, there are often big holes which are
not covered at all unless the shape of the RBF functions is
perfectly tuned to the approximated function. In particular,
multidimensional input vector spaces can easily require an
impractically large number of neurons. However, the local nature
of the neurons means that the RBF networks can learn relatively
fast [6,7,8] Even one-shot algorithms exist for RBF networks [9].

Backpropagation (BP) networks have been successfully applied
to both function approximation and classification problems [10].
As the hidden neurons have a global output function, there
are usually no holes in the input vector space covered by
the BP network. Unfortunately, the global nature of the BP
network makes learning very slow. This is especially true for the
high-dimensional input vector spaces. These advantages and
inconveniences have been verified by the tests performed in
section 5 with both RBF and BP NNs. The INKA network
presented in this article combines the best aspects of the
BP network (continuous and global function approximation).

Tests and comparisons
For testing our algorithm, we will be comparing it to a plain RBF
function and a normalized RBF function written in the same
programming language. If we can we will also include a
comparison to a basic backpropagation network. We will be
doing our testing on two different datasets that vary in the
amount of parameters provided. The parameters we will be
inspecting to show the performance of the algorithm will be
learning speed and complexity. The learning speed will be
measured separately for the optimisation and learning algorithms
where possible to provide a more detailed comparisons. For the
complexity the main data measured will be the number of
neurons generated.

ALGORITHM 1 (Training)
1. Choose the values for and parameters.
2. Start off with an empty hidden layer, which means the network output is always zero.
3. Initialize the set of resting examples to the whole training set.
4. Select the training example in for which the output error is the greatest, add it to the set of 
used examples and remove it from the set of resting examples .
5. If there is no hidden neuron closer than to the example, allocate a new hidden neuron with 

equal to .
6. Recalculate the matrix for the examples in .
7. Test if the global error measure is small enough. If not, go back to step 4

ALGORITHM 2 (Optimisation)
1. Temporarily remove one hidden neuron at a time, recalculate the matrix on the whole 
training set and register the resulting
global error for each case.
2. Identify the neuron removal that caused the smallest error increase (the global error may even 
decrease with the removal of some neurons).
3. If the maximum limit for global error is not violated by the removal of the identified neuron, the 
neuron is removed permanently (this means that neurons for which the global error decreases 
are always removed).
4. Go back to step one until no more neurons can be removed with out increasing the global 
error too much.

A simple optimisation algorithm (Algorithm 2) may be executed
after training to remove redundant neurons that might be created
during training.









Test cases 
 
The properties of the presented decision making framework were investigated for two 
conceptually different highway driving cases, which are illustrated in Fig. 4. The first 
case involves navigating in traffic as efficiently as possible, whereas the second case 
involves exiting on an off-ramp. 
 
 
 
 
 
 
 
 
 
 

Results 
 
The results show that the agent that was obtained by using the proposed framework, 
referred to as the MCTS/NN agent, outperformed the baseline methods in the two 
test cases, see Table 1. The performance difference is larger for the more complex 
highway exit case, since it requires a longer planning horizon, which is exemplified in 
Fig. 5. The learned values for different states on an empty highway are shown in Fig. 
6. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conclusions 
 
The results of this paper show that the presented framework, which combines 
planning and learning, can be used to create a tactical decision making agent for 
autonomous driving. For two conceptually different highway driving cases, the 
resulting agent performed better than individually using planning, in the form of 
MCTS, or learning, in the form of the trained neural network. The agent also 
outperformed a baseline method, based on the IDM and MOBIL model. The 
presented framework is flexible and can easily be adapted to other driving 
environments. It is also sample efficient and required one order of magnitude less 
training samples than a DQN agent that was applied to a similar case [3]. 
 

Combining Planning and Deep Reinforcement 
Learning in Tactical Decision Making for 

Autonomous Driving 
Carl-Johan Hoel, Katherine Driggs-Campbell, Krister Wolff, Leo Laine, and Mykel J. Kochenderfer 

References 
[1] D .  

IEEE Comput. Intellig. and AI in 
     Games, 2012. 

[3] C. J. Hoel, et al., change decision making using deep reinforcement 
     learning IEEE Intelligent Transportation Systems (ITSC), 2018. 
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Abstract 
 
Tactical decision making for autonomous driving is challenging due to the diversity of 
environments, the uncertainty in the sensor information, and the complex interaction 
with other road users. This paper introduces a general framework for tactical decision 
making, which combines the concepts of planning and learning, in the form of Monte 
Carlo tree search and deep reinforcement learning. The method is based on the 
AlphaGo Zero algorithm [1], which is extended to a domain with a continuous state 
space where self-play cannot be used. The framework is applied to two different 
highway driving cases in a simulated environment and it is shown to perform better 
than a commonly used baseline method. The strength of combining planning and 
learning is also illustrated by a comparison to using the Monte Carlo tree search or 
the neural network policy separately. 
 

Contributions 
 

The extension of the AlphaGo Zero algorithm, which allows it to be used in the 
autonomous driving domain. 
The introduction of a general tactical decision making framework for autonomous 
driving, based on this extended algorithm. 
The performance analysis of the introduced tactical decision making framework, 
applied to two different test cases. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Method 
 
A neural network , with parameters , estimates the value  of a specific 
state and prior probabilities  of taking different actions , 
 

 
 

The value estimates replace rollouts, which are used in standard MCTS, and the prior 
probabilities guide the MCTS to the relevant regions of the search tree, by using the 
modified UCB condition 

 
 

Furthermore, the MCTS improves the training process of the neural network. An 
overview of the algorithm is shown in Fig. 1, and for reference, standard MCTS is 
shown in Fig. 2. A special neural network architecture is used, which makes the 
ordering and the number of surrounding vehicles irrelevant, see Fig. 3. 
 

Intuition: 
neural network 

Learning: from experience 

Planning: 
MCTS 

Fig. 1. Overview of the proposed decision making framework, which combines the concepts of 
planning, intuition, and learning. A Monte Carlo tree search is guided by a neural network, which 
helps to focus the tree search to the relevant parts of the tree. The network is trained by a 
reinforcement learning algorithm that learns from experiences in a simulated environment. 
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Fig. 3. The neural network architecture that was used in this study. The convolutional and 
max pooling layers create a translational invariance between the input from different 
surrounding vehicles, which makes the ordering and the number of vehicles irrelevant. 

Fig. 6. The learned values of different states when there were no other vehicles present, for 
the highway exit case. The arrows represent which action that was taken for different 
states. Note that the axes do not have the same scale. 

Fig. 2. Standard Monte Carlo tree search. Figure from Browne et al. [2]. 
 

Fig. 5. Example of when it is necessary to plan relatively far into the future to solve a specific 
situation. The initial state is shown in (a) and the state at the exit is shown for the three agents in (b), 
(c), and (d). The dots show the position of the ego vehicle relative to the other vehicles during the 
maneuver, i.e., in (b) and (c) the ego vehicle accelerates and overtakes the slower vehicles, whereas 
in (d), the ego vehicle slows down and ends up behind the same vehicles. 

(a) Initial state (b) At exit, baseline model 

(c) At exit, standard MCTS (d) At exit, MCTS/NN 

Table. 1. Summary of the results for the different agents. 

Fig. 4. Examples of the two test cases, where the ego vehicle is the green truck. 

(1) 

(2) 





Method

Preliminary results

Christian Nelson | EIT, Faculty of Engineering | Lund University | Sweden

Paul Rigge | Department of Electrical Engineering and Computer Sciences | University of California, Berkeley | USA

Introduction

Figure 1. Top: Channel response from an obstructed LOS 
measurement. Bottom: Corresponding correlation.



AI-supported endpoints 
in chronic kidney disease

Christos Matsoukas

Description:
Chronic kidney disease (CKD) is a major global health problem, affecting almost 10% of the population. Two major obstacles in
developing new drugs for CKD are the limitations in translatability from animal disease models to patients and the variability between 
pathologists diagnoses on kidney biopsies, which causes diagnostic uncertainties and makes stratification for clinical trials difficult. Our 
first aim is to develop AI-assisted scoring algorithms for two commonly used mouse models for CKD. The next step of the project will 
be translation from animals to human patients.  

Research Goal & QuestionsBackground & Motivation

Current AI methods fail to grade
the degree of damage that is
present in the filtering
units. The main reasons are the
limited annotated samples, the
complexity of the problem and
the extreme variability between
pathologists which leads to noisy
labels.

Methods & Preliminary Results

Picture 
withsha
dow

Roadmap & Milestones

Is it possible to achieve
expert-level performance for
glomeruli grading?
Is translation from animals to
human patients feasible?
Can we use the
learned features to create
new possible biomarkers?

Our first aim is to develop AI-assisted scoring algorithms for two 
commonly used mouse models for CKD; the BTBR ob/ob diabetic 
mouse and the ischemia-reperfusion injury model. The networks 
we develop will be applied for decision making in drug discovery to 
reduce turnaround time and data variability.

The next step of the project will be translation from animals to 
human patients. The goal will be to train a network to grade human 
kidney biopsies with similar types of injury as observed in the 
animal models, primarily in diabetic nephropathy (DN) but also in 
glomerulopathies with similar morphological features that are of 
interest from a drug development perspective. The challenge of 
incomplete and limited data becomes pronounced here, as a 
typical human tissue sample contains approximately 10-20 
glomeruli and limited number of samples are available

AI-assisted scoring algorithms 
for animal models.
Going from the animal models 
to human biopsies using 
transfer learning.
Deploy deep saliency 
prediction and explainability 
methods to identify the 
important regions and 
features of the kidneys.

Updated 
dataset with 

bounding-boxes

Train object 
detector

Automated 
bounding boxes 

Adjust 
bounding-boxes

Expert 
annotation

Current State

Annotation is a bottleneck to the project due to the currently 
manual process of glomerular scoring. For the annotation 
process, a pathologist needs to manually search through 
the high-resolution images to identify, set a bounding box, 
and label each individual glomeruli. We overcome this time-
consuming procedure by creating a tool that suggests 
areas of interest to the annotator and a bag of classes.

Clinical example: 
Human biopsy with 
annotations

Preclinical example: 

with annotations

Input image

Salient region









Simultaneous Coalition Structure 
Generation and Assignment

Fredrik Präntare (fredrik.prantare@liu.se)
Department of Computer Science (AIICS), Linköping University

Background & Motivation

Fig. 1: In the simultaneous coalition structure
generation and assignment problem, we consider
the problem of simultaneously forming coalitions
and assigning them to alternatives (e.g., tasks).

Contributions

Our contributions include developing better
algorithms for coalition structure generation,
as well as theoretical and practical/empirical
advances in game theory and combinatorial
optimization. We are also the first to apply a
coalition structure generation algorithm in a
commercial real-world application (Fig. 2).

Algorithms

Best-first branch-and-bound [2,3] 
(+ search space representation based on 
multiset permutations of integer partitions)

Dynamic programming [4]
Hybrid (current state-of-the-art) [4]
Monte Carlo tree search variant [5]
(+ deep neural networks to guide search)

Publications

[1] Präntare, F., Ragnemalm, I., & Heintz, F. (2017). 
Lilla Polhemspriset
An Algorithm for Simultaneous Coalition Structure 
Generation and Task Assignment. In International Conference 
on Principles and Practice of Multi-Agent Systems.

[2] Präntare, F., & Heintz, F. (2018). 
Best Student Paper Award
An Anytime Algorithm for Simultaneous Coalition Structure 
Generation and Assignment. In International Conference on 
Principles and Practice of Multi-Agent Systems.

[3] (pending publication) Präntare, F., & Heintz, F. (2019). 
An Anytime Algorithm for Optimal Simultaneous Coalition 
Structure Generation and Assignment. In Journal of 
Autonomous Agents and Multi-agent Systems.

[4] (submitted) Präntare, F., & Heintz, F. (2020). 
Dynamic Programming for Optimal Simultaneous Coalition 
Structure Generation and Assignment. In International 
Conference on Autonomous Agents and Multiagent Systems.

[5] (work in progress) Präntare, F., Tiger, M., Bergström, D., 
Appelgren, H., & Heintz, F. (2020). 
Solving Large-Scale Simultaneous Coalition Structure 
Generation and Assignment Problems with Deep Neural 
Networks and Monte Carlo Tree Search. 

A major challenge in artificial intelligence is
to organize and coordinate multiple entities
to improve their performance, behavior,
and/or capabilities. We develop algorithms
for the simultaneous coalition structure
generation and assignment problem (Fig. 1)
to generate better teams and coordination-
schemes in complex goal-oriented domains.

Fig. 2: Our algorithms are used in the commercial
strategy game Europa Universalis 4 (a game with
more than 1 million players) to coordinate and
deploy armies to different regions.





Live Blue Team

Ground
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Virtual Red A/C-Sim Virtual Blue A/C-Sim
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Synthetic Red Aircraft

Synthetic 
Blue Aircraft

Adaptive Air Combat Training Systems 
for Competency Based Training

Johan Källström, Saab and Linköping University
Johan.Kallstrom@liu.se

Description:
This project will address the growing need for efficient and effective pilot training solutions for fighter aircraft. The project will study
applications of reinforcement learning techniques for generation of intelligent behavior for Computer Generated Forces (CGF)
intended to support Live, Virtual and Constructive (LVC) simulation. LVC simulation means linking real aircraft and ground systems
(Live), manned simulators (Virtual) and computer controlled entities (Constructive). LVC simulation has the potential to substantially
decrease the cost of live training by minimizing the need for real assets and personnel to participate in complex training scenarios.
.

Research Goal & QuestionsBackground & Motivation

Agent-based simulation is a
valuable asset for analysis as
well as training. However,
building behavior models for
intelligent agents is challenging,
time-consuming and expensive.
Manually defined behavior may
also be perceived as
unsophisticated and lacking of
variation. It would therefore be
valuable if agents could learn
and adapt to their environment.

Methods & Preliminary Results

Distributed simulation system

System Architecture
Research methods:
1. Interviews to better 

understand user needs
2. Initial concept evaluation and 

algorithm development in 
simple and fast simulation 
environments 

3. Further development of 
interesting concepts in high 
fidelity simulators

4. Evaluation of human-agent 
interaction in networked 
simulators

In this project we aim to develop techniques that allow agents to
learn how to achieve multiple, possibly conflicting objectives in
complex, partially observable environments. Cooperative as well as
competitive scenarios will be studied. The goal of the project is to
develop diverse and adaptive intelligent agents that can stimulate
humans in training.

We will try to answer the following research questions:
1. How can agents learn cooperative and competitive strategies in

complex environments?
2. How can scenario contents and the behavior of agents be

adapted to the training needs of a specific student?
3. How can the behavior of agents be explained to humans?

Preliminary results:
1. Survey of related work in 

reinforcement learning and 
simulation-based training

2. Development of experiment 
framework and evaluation of 
state of the art algorithms in 
the target system [1]

3. Initial concept development 
for adaptive agents [2]

4. Development and initial 
evaluation of an architecture 
for an adaptive training 
system [3]

5. Initial user interviews and
training goal identification [4]

Synthetic Trainer

Reward 
System

Decision System

Environment Action

Observation

Reward

Preferences

World Model

User Needs

Perception

Scenario 
Adaption

Recording Profiling External Input

DB

References
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[2] Källström, J., & Heintz, F. (2019). Tunable Dynamics in Agent-Based
Simulation using Multi-Objective Reinforcement Learning. In Proceedings
of the Adaptive and Learning Agents Workshop (ALA-19) at AAMAS.
[3] Källström, J., & Heintz, F. (2019). Multi-Agent Multi-Objective Deep
Reinforcement Learning for Efficient and Effective Pilot Training. In
Proceedings of the Aerospace Congress 2019 (FT2019).
[4] Källström, J., Granlund R., & Heintz, F. (2020). Design of Simulation-
Based Pilot Training Systems using Machine Learning Agents. Accepted
for Presentation at the 32nd Congress of the International Council of the
Aeronautical Sciences (ICAS 2020).



Cryptographic Protocol Verification
Karl Norrman

Ericsson Research and KTH Royal Institute of Technology
Theoretical Computer Science Department

The research project will advance the methods and tools for 
modeling and analyzing security of distributed systems to bring 
the techniques closer to industrial use in order to increase safety 
and security of cloud, distributed control system and IoT products 
and services developed by the industry and used by society at 
large.

Formal methods
(symbolic model)

Method
1. Apply state-of-the-art methods and tools to industrial use cases
2. Identify problems with existing methods and tools
3. Extend and expand as needed and as possible

Motivation and Research goals

Modelling:
Game based definitions as experiments

E.g., can adversary distinguish a key from a
random string?

Show that adversary has 1/2 + negl probability of
winning

Typically pen-and-paper proofs, much more informal
Typically more expressive than symbolic models
Proofs involve reductions
Hard to mechanize proof construction support:
EasyCrypt, CryptHOL,
Harder to mechanize proof search: CryptoVerif

Reduction based proofs
(Computational model)

M
o

d
e

l
T
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e
s

P
re

d
ic

a
te

s

Modelling:
Term-rewriting systems, -calculus
Equational reasoning
First order temporal logics for properties
Cryptographic primitives are black-box functions

to mechanize proof search: Tamarin, ProVerif,
Induction and model checking

Case study: Pen-and-paper proofs in computational
model for IETF draft key establishment protocol standard
(EDHOC)
Case study: Formal verification of EDHOC in Tamarin

Current activities

Interact

Key or random?

Guess

Transform probability distributions (negl difference)

Obviously Pr[Adversary wins] = 1/2














