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Uncertainty of Sparse Depth Data in CNNs

References
Proceedings of 

IEEE Conference on Computer Vision and Pattern Recognition

The British Machine Vision Conference (BMVC)

IEEE transactions on pattern 
analysis and machine intelligence

Problem

Normalized CNNs

A projected depth map from a Velodyne LiDAR sensor to the left for the 
scene on the right.

How to Fuse with RGB images?

How to estimate input confidence?

Does this approach generalize to 
other types of sparse data?



Software-based Side-Channel Attacks on Crypto

autonomous systems

Error Amplification in Code-
Based Cryptography

Publications

IACR International 
Workshop on Public Key Cryptography

Attacks and Defenses against Micro Architectural Side Channels

constant time

New Constant-Time Decoder

timing
reaction

Side Channels Attacks in Next 
Generation Asymmetric  Crypto

Published research: Ongoing research:

Future research:



Motion Camera Bird Storage Composition

move()

take_photo()

photo(img)

has_bird(img)

bird()

store(img)

not_bird()
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vices

Status Reason

Computer Useless The system has nowhere to store
images.

Motion sensor Useless No move messages arrive to start a
reaction.

one Camera Useful The other camera can still take
a photo and store it because the
branch associated with that camera
works as intended. For every new
move message, the TwoCams com-
position creates a new activation
and aborts the old one.

Remote Device Useful The synthesized service will never
be able to send not_bird, but in the
case the local bird service detects
a bird the synthesized service will
reply with bird.

both Camera Useless No camera to take the photo to be
stored.

one Camera and
Remote Device

Useful If the local bird service detects a
bird in a photo from the connected
camera, that photo will be stored.

all other combi-
nations

Useless

hosted on

connects to*

has

*

Device Service

CompositionOblivious
{msg interface}
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EfficientLearningofDynamicalSystems
Christian Rosdahl, Bo Bernhardsson

Dept. of Automatic Control, Lund University
christian.rosdahl@control.lth.se, bo.bernhardsson@control.lth.se

Introduction
The project aims to develop methods that learn complex dynamical
models through algorithms that actively explore the behavior of the sys-
tem. The key challenge is to trade the cost of “exploration” (in terms
of deteriorated momentary control) with the future benefits from the
resulting improved knowledge. This area, sometimes named “dual
control theory”, is now vitalized from recent progress in machine learning
and statistical estimation. The project will both develop new theory and
algorithms, as well as work with applications.

Dual Control
Recent progress in the area of deep neural networks and machine learning
have opened up for new approaches to the problem of controlling a
system whose characteristics are unknown or partially unknown. The
area has been studied under the name dual control theory since the
1960s. The name comes from the fact that the controller’s objective
is both exploration, to experiment with the system to learn its dy-
namics, and exploitation, to control the system as well as possible
based on the achieved system knowledge. The problem is also studied
in the area of Bayesian reinforcement learning, see [7] for a discussion.

The learning performance of the dual controller is judged by both
its asymptotic performance: will optimal, or acceptable, control per-
formance eventually be found? and also by the speed at which this
is achieved. The latter is measured in the amount of “regret” of the
controller, i.e. the amount of degraded performance before the optimal
controller was found.

Figure 1: In dual control, the control signal should be chosen such that we
learn sufficiently much about the partially unknown process (its hyperstate) in
order to achieve optimal control in the long-term perspective, even if this would
imply degraded momentary performance.

Problem
A solution to the dual control problem is in theory known. It is based
on dynamic programming (DP) propagating the so-called hyperstate
in a Hamilton-Jacobi-Bellman-Kolmogorov equation. The hyperstate con-
sists of the probability distribution of the system’s state and parameters.
The hyperstate is unfortunately infinite-dimensional, except for special
cases, and therefore this approach has been deemed unfeasible, except for
smaller toy-examples, such as in [2].

Methods
The key issue in implementing the DP solution is that one needs to find a
structure where the cost of a certain hyperstate can be evaluated
efficiently. To choose control signal in the optimization step one needs
to efficiently evaluate different candidate control signals’ impact on the
hyperstate and the resulting performance. Here we plan to use recent
progress in deep neural networks, [5], and machine learning to learn
approximations of this structure. Alternative approaches based on Monte
Carlo methods, such as in [4] are also worth investigating and possibly
combine with.

Information Geometry
To understand and learn the geometry of the manifold of the probabil-
ity distributions of the system, new progress in information geometry
seems to be useful, see [1]. The learning process is then viewed as an opti-
mization problem defined over a statistical manifold, i.e., a set of probabil-
ity distributions. Information geometry is a blend of statistics, differential
geometry and information theory, where the Fisher information metric
provides the Riemannian metric. For a discussion of its use in manifold
learning, see [9]. We will study systems with nonlinear dynamics where
the full state of the system is not measurable and where the dynamics
is unknown or partially unknown. There are several applications of the
theory, such as intelligent robotics, autonomous vehicles, adaptive
radio systems and intelligent process control. One possible concrete
new application is in adaptive pilot assignment, an idea with possible
use for future radio communication systems, such as in [8]. Here, a con-
troller chooses between using radio resource blocks for communication or
for gaining knowledge about the evolution of the radio channel.

Feedback Particle Filters
The state of an observable linear system with Gaussian distributed
disturbances can be optimally estimated with a Kalman filter. For more
complicated systems, particle filters can sometimes be used for this
purpose. These operate by sampling the state space and weighting the
sample points, called particles, according to their probability given a
process model as well as inputs and outputs of the process. The weights
constitute an estimation of the probability distribution of the system state.

The number of particles needed to accurately approximate the probability
distribution of the system state increases rapidly with the order of the
system and makes the particle filter intractable for higher-order systems.
It has been shown, see [10], that a new type of particle filter – the
feedback particle filter – does not suffer from this problem. Therefore,
we aim to investigate the possibilities of using and further developing this
type of filter.

Figure 2: In a feedback particle filter, the particles (sample points in state
space) xi are moved according to a feedback law, analogously to the Kalman
filter. Figure source: [6]
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Explainable robustness for self-driving vehicles

Well-structured information in the 
traffic scene

References

Understanding context in the traffic scene aids inference

Explaining deep net abilities in 
identifying structure
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PhotonMappingSuperluminalParticles

Gustaf Waldemarson Michael Doggett
gustaf.waldemarson@arm.com michael.doggett@cs.lth.se

Description

In order to understand how perception works for autonomous systems, a good understanding of the inverse problem is necessary: How does light
propagate in a scene? This is the primary question posed in the field of light transport rendering and is commonly solved with ray tracing. In this work
a new phenomenon is added to this field: Cherenkov radiation [2]. Light that comes from particles traveling faster than the speed of light for the current
medium.

Cherenkov Radiation

As a particle moves through a medium it will ex-
cite atoms and cause them to emit electromag-
netic waves spherically from the point of interac-
tion.

When the particle exceeds the medium phase
speed they constructively interfere, generating co-
herent photons known as Cherenkov radiation.

Frank-Tamm Equation

This equation describes how the photon energy
gets distributed by a charged particles that trav-
els faster than the speed of light in the medium.

d2N

dxdλ
= −2παμ(λ)

λ2

(
1− c20

v2n2(λ)

)

Photon Mapping

Many different ray tracing algorithms exist but
one of the most flexible ones is the Stochas-
tic Progressive Photon Mapping algorithm [1],
where paths are traced from both light sources
and the camera. Additionally, statistical tricks
such as Russian roulette can be utilized to im-
prove rendering performance.

Photon Distributions

Statistical Russian roulette requires prior knowl-
edge of various density distributions, typically
denoted as p(o, ω) for the photon origin and di-
rection respectively. In this work, it is estimated
as follows:

p(o, ω) = p(o) · p(ω)
p(o) = 1

total particle length

p(S) = superluminal path lengths
total path length

p(ω) = p(S)p(ωc) + (1− p(S))p(ωs)

= p(S)
2π + 1−p(S)

4π = 1+p(S)
4π

Where the remaining quantities are:
o, ω Photon origin and direction.

p(S) Probability of a particle being superluminal.

p(ωc) density for a emitting in a known cone ( 1
2π

).

p(ωs) density for emitting in a sphere ( 1
4π

).

Our Algorithm

1. Choose a point along the particle path

2. Find the refractive index at the location

3. If superluminal at the point

Find the Cherenkov emission cone and
choose a direction along that its surface to
emit a photon towards

4. Otherwise

Emit the photon in a random direction

5. Use the Frank-Tamm spectra for the particle
as photon color

6. Trace the photon as in [1]

Rendering Results

(a) Single particle and
Cherenkov cone.

(b) Rendering of (a).

1.251.31.41.51.6

(c) Many particles and
varying refractive index.

(d) Rendering of (c). (e) Rendering (c) with a
conventional area light.
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Performance Analysis of Out-of-Distribution 
Detection on Various Trained Neural Networks, 

Towards Structured Evaluation of Deep 
Neural Network Supervisors

Automotive safety and machine learning: 
Initial results from a study on how to adapt the ISO 26262 
safety standard,



Recurrent Neural Networks for Perception
Joakim Johnander1,2, supervised by Michael Felsberg2, Martin Danelljan3, Nicholas Wickström1

1 Zenuity
2 Linköping University
3 ETH, Zürich

Idea
• Humans maintain a state of the perceived scene, 

we know:
• what we have seen
• what we expect to see

• Additionally, we easily detect moving objects
• Should computers not work in a similar fashion?

Aim
This project investigates the use of Recurrent 
Neural Networks, a Deep Learning strategy 
designed for temporal and sequential data
• What information need we propagate?
• How do we represent this information?
• How do we actually learn to propagate anything 

useful (and avoid overfitting)?
• How do we utilize sparse error signals?
• How do we deal with the high correlation of the 

data?

Work on Video Object Segmentation
Oral at CVPR2019
Joakim Johnander, Martin Danelljan, Emil Brissman, Fahad Shahbaz Khan, 
Michael Felsberg

How can we train a neural network to learn the 
appearance of a generic object, in order to track and 
segment it in a video stream?
Our Approach:
▪ Idea: Probabilistically model the feature distribution of 

the target and background
▪ Feature vectors are explicitly classified via the

probabilistic model
▪ Formulated as End-to-end  Differentiable Neural 

Network Modules
▪ Inference through a simple forward-pass

Work on Semi-automatic Annotation 
of Objects in Visual-Thermal Video
Workshop at ICCV2019
Amanda Berg, Joakim Johnander, Flavie Durand de Gevigney, 
Michael Felsberg

Dense annotation of video is expensive. This work 
aims to propagate a small set of annotations 
throughout video, to obtain a densely annotated 
video.

• Here we work with segmentations
• We detect automatic annotation failure via

• Temporal consistency, if we track an object 
forward from the start, and backward from 
the end, do the tracks agree?

• Modal consistency, does the tracking in 
different modalities agree? (here Visual and 
Thermal)

Approach
Thus far, focus has been on image-plane tracking. 
The problem is suitable for the study of recurrent 
neural networks as it cannot be solved without 
propagating information temporally. Aim is to 
proceed to additional problems where spatio-
temporal models may help (s.a. object detection, 
semantic segmentation, or depth estimation).
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Keeping central authorities out of your
business
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Keeping central authorities out of your
business

Joakim Brorsson1,2,3, Paul Stankovski1, and Martin Hell1

1Department of Electrical and Information Technology, Lund University, Sweden
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WALLENBERG AI, 
AUTONOMOUS SYSTEMS
AND SOFTWARE PROGRAM

Motivation

As computing becomes more ubiqutous and important for vital society functions, it becomes more important to develop technical
methods for guaranteeing the correct behaviour of these systems. That is, systems with access to sensitive data should be under
audit for correct handling of this data, and systems should not be able to access more data that they have the right to. The
research in this project investigates technical methods for restricting access to sensitive data and guaranteeing correct use of data
when access is granted.

Research Directions

Transparent Authorities
This line of research is concerned with ensuring correct behaviour from
authorities such as Certificate Authorities.
The aim is to, by technical means, force transparency and thereby gain
accountability for central parties with a high degree of power. This way
we hope to create a detection mechanism for misbehaviour and thereby
both an incentive to avoid such behaviour and a basis for discussing what
powers are reasonable to give such authorities.
Published work is a paper called ”Guarding the Guards: Accountable Au-
thorities in VANETs”[1] addressing the paradoxical situation for Vehicular
Ad-Hoc Networks (VANETs) where there are requirements for both pri-
vacy from authorities and accountability towards authorities for users.
Current work in this area is an efficient and realistic version of the
published protocol aimed at general use instead of just for VANETs.

Secure Enclaves for a Trustable Cloud
While cloud computing is a positive development for scalability, price and
performance, it does have consequences for security and privacy. Data
residing in a cloud service is necessarily accessible by the cloud provider
and potentially retrievable from co-hosted services by malicious attacks.
To address this, research has been done on whether Intel’s Software Guard
Extensions (SGX) technique can guard the data from these new threats
without restricting the benefits of the cloud, such as vitualizability and
migratability.

End-to-end Security for IoT
A significant part of IoT devices have limited computing and power
resources. Since traditional communication security protocols such as
TLS are not optimized for these performance limitations, they are not
feasible to use in IoT scenarios. For this reason, research [2] has been
done evaluating the performance of OSCORE, a new IETF protocol for
end-to-end security aimed at IoT scenarios.

α

β

γ

δ

?

Future Work

Future work will focus on applying the re-
search results on anonymous credential sys-
tems to get accountable authorities. These
systems, in turn, will be applied to authenti-
cation mechanisms in Vehicular Networks and
Payment Systems with requirements for con-
ditional pseudonymity.

Published Work

[1] Brorsson, Joakim, Paul Stankovski Wag-
ner, and Martin Hell. ”Guarding the Guards:
Accountable Authorities in VANETs.” 2018
IEEE Vehicular Networking Conference
(VNC). IEEE, 2018.

[2] Gunnarsson, Martin, Brorsson, Joakim,
Palombini, Francesca, Seitz, Ludwig and
Tiloca, Marco. ”Object Security for the Inter-
net of Things.” Ad Hoc Networks XX (2020).
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Exact remodeling of optimization programs with 
applications to autonomous driving

Licentiate

Current work

Motivation & Research goals

Application to intersection problem:

Application to the overtaking problem:
.

Applications/Result

States/inputs: (ݐ)࢞ = (ݐ)ݔ (ݐ)୶ݒ ் ࢛ ݐ = (ݐ)୶ܨ ்
Linear dynamics: ̇࢞ ݐ = ࢞ܣ ݐ + ࢛ܤ ݐ

References

Example:

(ݒ)ସݐ(ݒ)ଶݐ(ݒ)ଵݐ
(ݒ)ଷݐ
ݒ

States/input (ݐ)࢞ = ݔ ݐ ୶ݒ ݐ ݕ ݐ (ݐ)୷ݒ ் ࢛ ݐ = ୶ܨ ݐ (ݐ)୷ܨ ்
Linear dynamics: ̇࢞ ݐ = ࢞ܣ ݐ + ࢛ܤ ݐ
Artificial slip: ୷ݒ ݐ ∈ ,୫୧୬ݏ ୫ୟ୶ݏ (ݐ)୶ݒ

I. Remodeling longitudinal dynamics:

II. Remodeling with lateral dynamics:

States/input ࢞ ݏ = ݐ ݏ ୶ݖ ݏ ݕ ݏ ෤ݒ୷ ݏ ் , ࢛ ݏ = (ݏ)୷ݑ,(ݏ)୶ݑ ்
State space ′࢞ ݏ = ࢞ܣ ݏ + ࢛ܤ ݏ
Artificial slip ′ݕ ݏ ∈ ,୫୧୬ݏ ୫ୟ୶ݏ

ᇱݐ = ଵ௩ೣ = ௫ݖ
Remodeled states: ࢞ ݏ = ݐ̃ (ݏ) (ݏ)୶ݖ ், ࢛ ݏ = ,(ݏ)୶ଷݖ(ݏ)୶ܨ−
Linear dynamics: ᇱ࢞ ݏ = ࢞ܣ ݏ + (ݏ)࢛ܤ

III: Relative velocity:෤ݒ୶ ݔ = ୶ݒ ݔ − ୐ݒ ݏ̃ = ݏ − (ݏ)ݐ୪ݒ ݖ̃ = 1/ ෤ݒ୶
State space ′࢞ ݏ̃ = ࢞ܣ ݏ̃ + ࢛ܤ ݏ̃
Artificial slip ′ݕ ݏ̃ ∈ ,୫୧୬ݏ ୫ୟ୶ݏ 1 + ୐ݒ ݖ̃ (ݏ̃)
States/input ࢞ ݏ = ݐ̃ ݏ ୶ݖ̃ ݏ ݕ ݏ ෤ݒ୷ ݏ ் , ࢛ ݏ = (ݏ)୷ݑ,(ݏ)୶ݑ ்



Description
AI advances are now being applied in safety-critical systems where software defects may cause harm to humans and the
environment. Machine learning models with large sets of parameters are difficult to interpret, and thus manufacturers of
safety-critical systems are currently unable to provide convincing arguments that such models have been tested
sufficiently before being deployed. As a complement to testing, formal verification methods are now being suggested and
evaluated by the research community.

Research Goal & QuestionsBackground & Motivation

Methods & Preliminary Results Roadmap & Milestones

Overview of VoTE Discovered Counter Example

Formal Verification of Learning-based Software
in Safety-Critical Systems

John Törnblom
john.tornblom@liu.se

Table 1: Transportation statistics from the United Kingdom 
1990–2000 (Wikipedia)

Type
Deaths per billion 
Journeys Hours km 

Bus 4.3 11.1 0.4 
Rail 20 30 0.6 
Car 40 130 3.1 
Foot 40 220 54.2 
Air 117 30.8 0.05 
Motorcycle 1640 4840 108.9 

By the year 2020–2025, cars are expected to be running
autonomously on public roads. However, organizations in safety-
critical domains are currently unable to provide convincing
arguments that complex software based on machine learning
algorithms are safe and correct.

• How can existing formal methods 
be tailored for supervised 
machine learning models, and do 
these methods scale to 
realistically sized verification 
problems?

• What are the trade-offs between 
different machine learning models 
when verifiability is important?

VoTE
Core

• Efficient method to partition input 
domain of decision trees, and 
explore all path combinations in 
tree-ensembles.

• An abstraction-refinement method 
that counteracts combinatorial 
explosion when exploring path 
combinations in tree-ensembles.

• VoTE, an implementation of the 
methods for random forests and 
gradient boosting machines.

α γ

• A mathematical formalization of 
the methods in an abstract 
interpretation framework.

• Soundness and completeness 
proofs of the formalized 
algorithms.

• Application of the methods in a 
safety-critical case study relevant 
to industry.

• One of many counter-
examples discovered by 
VoTE while verifying 
robustness against noise 
in tree-ensembles trained 
on the MNIST dataset.

• Since the added noise is 
invisible to the naked eye, 
the noise (a single pixel 
incremented by one) is 
highlighted in red.

Our goal is to understand existing formal methods, and develop 
new methods specifically for machine learning models.



STAMINA: Stream Processing in the AMI
Joris van Rooij, Chalmers & Göteborg Energi

Adding smart electricity meters to a power distribution network 
doesn’t make the grid smart when they are only used for monthly 
readings. This project investigates how the hundreds of thousands 
of data streams from the smart meters in the Advanced Metering 
Infrastructure can be used to enable close to real time monitoring 

of the low voltage distribution grid and to make the Smart Grid 
smart. The project also investigates how the computing resources 
in the AMI can be utilized efficiently by using edge computing.
Among the methods used are distributed and parallel stream 
processing and edge/fog computing.

Research Goal & QuestionsBackground & Motivation
The introduction of the Smart
Meter greatly increased the
amount of metering data. Yearly
readings turned into hourly.
High-resolution power quality
data from smart meters can
enable unprecedented control in
the low voltage network. This
control will be necessary when
increasing amounts of electricity
usage and renewable production
transform the traditional power
flow in the network.

Methods & Preliminary Results

In Progress: Efficient Out of Order Stream Processing

Future Research

Design methods to:
- Validate readings in (close to)

real time
- Detect unwanted situations such

as outages, broken equipment or
theft.

• Gain insights in how to provide
near real time information for
supply-demand matching.

• Where to process what: utilize
cloud/edge computing

The main method we use to 
harness the large amount of 
data is distributed and 
parallel stream processing 
using Apache Flink.
A prototype validation engine 
showed good results for real 
time validation for 300.000 
meters. The engine detected 
both single events (negative 
or too large consumption) as 
well as composite events 
where single events appear 
in specific patterns. 
(published at IEEE 
EnergyCon 2018)

Advanced validation
Identifying negative or larger than 
possible readings is easy. More 
challenging to find suspicious 
readings. 
Idea: Compare readings on different 
levels in the distribution gridDistributed data 

pre-processing and 
validation

Alerts, automation

Possible
correlation 

distribution 
and AMI Total Control

Readings can be aggregated in 
time and space to get information 
that is useful for network control 
Idea: Distributed aggregation by 
data collector, grid substation or by 
cable.

Voltage readings for meters 
that are connected to the 
same transformer show 
high correlation. This can 
be leveraged to detect 
faulty meters at a very early 
stage by comparing 
readings with other meters 
connected to the same 
transformer. 
The computations can run 
centrally or distributed at 
the data collectors. 
(published at DEBS2018)

.

• Ordered data is important to get consisted results in 
stream processing

• However late data is not uncommon for Smart Meters
• State of the art approach is to cache all data until all 
data has arrived Large memory requirements

• Our work, TinTiN leverages knowledge of missing 
data to only store data that is relevant for late arrivals
-Provides swift results for on-time data
-Processes late arrivals as soon as they arrive
-Minimizes memory requirements



IMAGES OF BREAST TUMOR
HELPS DETECTION OF 
COLON CANCER

Detection of colon cancer metastases in lymph nodes through 
deep learning
Karin Stacke*, Apostolia Tsirikoglou*

Colon cancer is the 4th most common cancer type 
in Sweden
Finding metastases is hard and time consuming
Digitalization of pathology images enables image 
analysis applications to assist
Deep learning methods require hard to come-by 
annotated data

Cycle-GAN1s was used to synthetically generate colon tumor images from 
breast tumor images (breast2colon)
These images were used for augmenting original colon data2 to train a DL 
classifier for tumor detection

Accuracy on colon tumor detection increased when using breast2colon 
images together with original data, compared to a model trained only on 
limited amount of colon data.
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Intro

Method

Results

Example of Cycle-GAN transformed breast tumor images to colon tumor images

Colon lymph node tissue

* Equal contribution, 
   Department of Science and 
   Technology, 
   Linköping University

1. Zhu et al.,. Unpaired Image-to-Image Translation Using Cycle-

Consistent Adversarial Networks. In: 2017 IEEE International 

Conference on Computer Vision (ICCV). 2017. p. 2242–51.

2. Maras G, Lindvall M, Lundstrom C. Regional lymph node 

metastasis in colon adenocarcinoma. 2019; Available from: 

doi:10.23698/aida/lnco
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Wireless Link Adaptation with outdated CSI –
a hybrid data-driven and model-based approach

L. Pellaco, V. Saxena, M. Bengtsson, J. Jaldén
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Motivation

Wireless spectrum is a scarce resource

Maximizing the spectral efficiency

(information rate sent over a given bandwidth) is crucial

Transmission parameters affect the spectral efficiency

The optimal transmission parameters depend on the instan-

taneous channel state information (CSI)

Link adaptation : adjusting transmission parameters ac-

cording to the CSI to maximize the spectral efficiency

The instantaneous CSI is usually estimated through a pilot

sequence

Challenges

The optimal transmission parameters are not a simple

function of the CSI

We address it in a DATA-DRIVEN fashion

The CSI at the base station might be outdated due to the

time delay (feedback delay) between pilot transmission,

CSI reception, and data transmission

We address it in a MODEL-BASED fashion

System Model

We select the modulation and coding scheme (MCS) used for

transmission

The instantaneous CSI is the channel vector h

Ek represents the event of successful (Ek = 0) or unsuccessful

(Ek = 1) frame decoding with the kth MCS

Our goal: maximize the spectral efficiency

max
k

Tk(1− PEk|H(Ek = 1|h))
Bk

k is the MCS index

Tk is the number of information bits sent with the kth MCS

Bk is the bandwidth occupied with the kth MCS

The probability of unsuccessful decoding (= error event) with

kth MCS given the CSI at transmission time is:

pk|h = PEk|H(Ek = 1|h)

Proposed Hybrid link adaptation

We can realistically assume that the base station stores some

channel history ψ

Use the Wiener filter (a linear minimum mean square error

estimator) to give an estimate of h, i.e., ĥ

ψ is a collection of past CSIs

Rhψ = E{hψT}, Rψψ = E{ψψT}, ρ̂k = p
k|ĥ

End-to-end link adaptation

ψ is a collection of past CSIs, ρ̃k = pk|ψ
Pitfalls: increased dimensionality and lack of ex-

plainability

Optimality of the Hybrid approach

If the channel evolves as a Gaussian random process, then ĥ

is a sufficient statistic of h ⇒ this two-part hybrid approach

comes without loss of optimality

Numerical results
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Rigid Object Pose Estimation

• Estimate 6D pose θ for known rigid objects (position & orientation in 3D space).

• Input: 1 RGB image.

• Training data: Pose annotations & CAD models.

Estimated pose of a can CAD model of a duck

References

[1] Hiroharu Kato, Yoshitaka Ushiku, and Tatsuya Harada. “Neural 3D Mesh Renderer”. In: The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). June 2018.

[2] Yi Li et al. “DeepIM: Deep Iterative Matching for 6D Pose Estimation”. In: The European Conference on Computer Vision (ECCV). Sept. 2018.

[3] Fabian Manhardt et al. “Deep Model-Based 6D Pose Refinement in RGB”. In: The European Conference on Computer Vision (ECCV). Sept. 2018.

Pose Refinement

• For RGB-D pose estimation, a refinement step us-
ing Iterative Closest Point (ICP) is common prac-
tice, aligning the observed point cloud with the CAD
model.

• In the RGB-only case, it is less straight-forward how
to refine the pose. Yet this can be badly needed, es-
pecially in occluded scenarios, where algorithms typ-
ically fail to reliably provide precise pose estimates.

Rendering-Based Refinement

• Recent work [2, 3] leverage on online rendering of synthetic images for
pose refinement in the RGB-only case.

• A synthetic image of the CAD model is rendered, where the object is
aligned according to some proposed pose estimate θk.

• A CNN is trained to estimate the relative pose Δθ between θk and the
true underlying pose θ∗ of the observed image. A refined pose estimate
θk+1 is then proposed by perturbing θk by Δθ. Renderer

θk Refinement CNN

θk+1

Proposed Pipeline

• A modified pipeline is proposed, with two main differences (marked in
red in the figure):

– The renderer is replaced by a differentiable renderer [1]. This will
open up for new ways of refining the proposed pose estimate.

– Instead of letting the CNN estimate the pose residual Δθ, we train
it to quantify its magnitude, i.e. estimating the value of some error
function J(θ∗, θk).

– Finally, due to the whole pipeline being differentiable end-to-end,
we may during test-time find our next pose estimate by searching
for θk+1 = argminθ∗ J(θ∗, θk) using gradient descent.

Differentiable
Renderer

θk CNN Critic

J(θ∗, θk)

Features

• Great flexibility regarding what kind of error function J to estimate the values of.

– Potential in letting J be a simple quantity highly related to the domain of
observations, e.g. pixel-level errors such as the reprojection error.

• Robustness to generalization errors – a bias on J has zero impact, as long as its
minimum remains unchanged.

Outlook

• Scrutinize the need for an initial proposed pose es-
timate. An efficient GPU-accelerated refinement
pipeline could potentially defeat the purpose of such
a proposal.



UUpgrade Methods for Stratified Sensor Network 
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Slide collection, expert annotation, model
development and interface design
considerations were done iteratively. At each
stage a prototype of suitable fidelity was
developed and assessed qualitatively by
pathologists.

The latest prototype was quantitatively evaluated in a user study focusing on
efficiency (time) and quality (accuracy). Ten cases were evaluated, with an average of
37 sections per case, by one user.

In total we gathered 436 slides from 39 patients. We annotated 157 tumor sections
and 270 normal sections. The model was trained using tensorflow with a CNN-
architecture.

In preprocessing, sections are segmented and a tumor
classification model, tuned to high sensitivity, is applied to each
pixel. Candidate detection areas are segmented and scored
according to probability of true positive. The user is presented with areas organized by

section and ordered by tumor likelihood. Sensitivity
can be tuned by requesting more or fewer areas.

For each area, one rapidly
determines positive or negative
with only two keys. A positive
assessment automatically moves
the user to the next section.

Deep neural networks have shown expert level accuracy in medical
applications. The resulting predictive models have the potential to aid in decision-making if
they can be integrated into clinical practice.

Pathologists visually assess around 40 lymph node sections to detect
tumors. The number found impact the treatment of the patient
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SoK: Ambient Assisted Living Systems and their 
Privacy/Security Considerations

systematize the knowledge
ambient assisted living systems privacy security identify privacy concerns

Methods

Motivation & Research Goals

Findings

Systematization of Literature

FiGeneric Architecture of AAL

Technology Focus Security & Privacy Considerations

Challenges in AAL

Sensors used in AAL Systems
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Background
Online learning agents operate in a priori
unknown environment to optimize a well-
defined objective.

Online learning problems are commonly mod-
eled as sequential decision problems, where
past actions and rewards guide the choice of
the current action.

We study multi-armed bandits (MAB),
which model online learning problems with
i.i.d. rewards. MABs have been applied in
online advertising, dynamic pricing, and wire-
less rate selection.

Problem Description

We study online problems with Bernoulli-
distributed rewards (for action i, an i.i.d. re-
ward ri is obtained with probability μi.)

The goal is to maximize the cumulative re-
ward while keeping the reward probability
above η.

maximize E
[ T∑

t=1

ri(t)μi(t)

]

subject to (1/T )E
[ T∑

t=1

μi(t)

]
> η.

Proposed Approach

Thompson Sampling

For MABs without constraints, Thompson
Sampling (TS) is a widely-used heuristic.

TS assigns priors μ̃i(0) for the unknown param-
eters, and calculates the posteriors μ̃i(t)(t) after
each time step.

For TS, the loss in the optimam cumulative re-
ward (the regret) is bounded below O(log(T )).

Constrained Thompson Sampling

We propose Linearly Constraint TS (Lin-
ConTS) for the studied problem.

At each time step, LinConTS solves a linear
program using the latest parameter estimates.

We show that the regret as well as constraint
violations scale as O(log T ).

Performance Metrics
Expected Cumulative Regret

R(T ) = E
[
Tr∗ −

T∑
t=1

ri(t)xi(t)
]
+

Expected Cumulative Violation

V(T ) = E
[
Tη −

T∑
t=1

xi(t)
]
+

Numerical Results
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Introduction

Nowadays software is built on many OSS external components. Due to:

• Increased number of sophisticated attacks in software

• Increasing attention to identifying security vulnerabilities in the last decade

• Increasing number of software intensive systems

• Shift towards cloud computing

• Increasing popularity of IoT devices

It is important to handle the process of identifying, evaluating and prioterizing new vul-
nerabilities, in order to be able to patch or update the software ontime.
For that, we proposed a new maturity model which can be used to identify and evaluate
vulnerabilities in software development companies using OSS components. Also, we pro-
posed a new recommender system for prioritizing identified vulnerabilities based on user
preferences.
We further tried to do an actual OTA update in an IoT environment using CoAP and
MQTT protocols to see how security can affect the energy consumption of IoT devices.

Background

Maturity models: are used to assess processes/structures, and objects/technology
within an organization. A maturity model can be seen as a tool that helps organizations
improve the way they work. Maturity models will help organizations identify the issues in
need for improving and prioritizing the efforts.
Recommender systems’: goal is to present a set of recommendations of items to a
set of users. The recommenders are widely used today (Netflix, Spotify, and Amazon).
Recommenders have differernt kinds of design:

•Knowledge-based systems

•Content-based systems

•Collaborative filtering
IoT protocols: CoAP and MQTT are the most common application layer protocols
used in IoT environments. CoAP uses UDP at transport layer, while MQTT uses TCP as
transport protocol. To add security at transport layer, the natural choice is to use DTLS for
CoAP and TLS for MQTT. There are four security modes such as Nosec, PreSharedKey,
RawPubicKey and Certificates which can be used for both CoAP and MQTT protocols.

HAVOSS: A Maturity Model

for Handling Vulnerabilities in

Third Party OSS Components

The existed and related maturity models are very broad
and cover many aspects related both to software develop-
ment, maintenance, and organizational aspects, but they
are not detailed enough to cover all aspects of handling
vulnerabilities in third party code
HAVOSS: A maturity model focusing on managing vul-
nerabilities in third party libraries and code, and the sub-
sequent software update activities that are required to
limit a product’s exposure to attacks
Our model is not a replacement for the other models, it
is a complement to other maturity models. The model
inclues capability areas below:

Our model can represent the maturity of an organization
with 5 different maturity level from 0 to 4. The first level
is level 0 means that no effort is spend at all. Level 1
means that the process is carried out in some way but
it is often unclear how it is done. Level 2 means there
are defined approaches and routines. Level 3 represents
a state where there is a standardized process in place.
Finally, level 4 means experiences are collected from using
the standardized procedures.

A Recommender System for User-Specific Vulnerability Scoring

Common Vulnerabilitiy Scoring System (CVSS) is commonly used to score the severity of a vulnerability. But it does not
take user preferences into account. The score is based on different properties which are weighted together by a formula. In
our recommender system, we use some extra features than CVSS score (Impact metrics, Access vector, and etc) such as:

•Published date

•Metasploit exploits

•Google hits
The general overview of our recoomender system is shown below:

User u
requests

recommen-
dations for
a subset c
of vulner-
abilities

Domain
knowledge

Subsystem
weights
α,β,γ

Fetch user
profile

Fetch feature
data for
each CVE

Vulnerability db

Calculate
utility U
for each
CVE in c

User profile db

u
c

Ongoing work: Analyzing Security Overhead of CoAP and MQTT

Protocols

The ubiquitious nature of IoT devices often require them to run on batteries, making energy efficiency a primary concern.
Adding security to the communication will add additional overhead. Thus, it is important to understand to which extent
security affects the energy consumption of the devices in real use cases below:

• Sending various sizes of encrypted data

•Firmware update using OTA (Over-The-Air) update

We considred differernt factors in our energy consumption measurements such as different AES modes of operations, key
sizes and differernt packet loss rates.
Results indicated that adding security to CoAP has much more overhead than MQTT for large payload sizes.

Future Works

•We aim to use new technologies such as SDN (Soft-
ware Defined Networking) for key distribution which
can also be used in IoT environments.

•We aim to develop a method for software updates in
autonomous environments, with considering several as-
pects such as how critical the update is? how it needs
to be securely deployed? what are the limitations of au-
tonomous systems in comaprision to non-autonomous
systems during update procedure?

WALLENBERG AI, 
AUTONOMOUS SYSTEMS
AND SOFTWARE PROGRAM
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Motivation

Our goal is to develop a practical learning framework
that allows dynamical systems to learn to satisfy complex
spatiotemporal tasks optimally as well as adjust to

changes in them in real-time.

Problem description

Consider the system:

ẋ = f (x) + g(x)u +w

where only g(x) is known. Given:

• a task description φ and

• a cost C(x[0,T ],u[0,T ]),

find control actions u which minimize the cost C(·) while
satisfying φ with robustness ρφ > ρgoal.

Signal Temporal logic

Extends Boolean logic with temporal operators

Logical predicates μi stem from functions of system signals:

μi :=

{
true if hμi(x) ≥ 0

false if hμi(x) < 0

More complex expressions are formed recursively:

φ = � | μi | ¬φ | φ1 ∧ φ2 | φ1U[a,b]φ2 | F[a,b]φ | G[a,b]φ

Robustness metric ρφ quantifies degree of satisfaction

Example: satisfying F[0,8]G[0,∞]μ with the controller:

u(x, t) := κ(x, t)
K

‖v(x)‖22 +Δ
v(x), v(x)T :=

∂ρμ(x)

∂x
g(x)

Approach: Guided PI2

The so-called PI2 learning algorithm aims to find the pa-
rameterized feedforward terms kt(θ)

Prescribed performance control (PPC) aids satisfying the
STL task in a feedback manner

Visualization:

Sample results

Ongoing work

• New guidance controllers • Funnel adaptation
• New robustness metrics • Multi-agent variant
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Parallel and distributed optimization is the computational
workhorse of large-scale ML and signal processing. As problem
sizes continue to grow, communication is becoming the major per-
formance bottleneck. Gradient compression reduces communica-
tion, but impairs solution accuracy. It has been empirically shown
that gradient compression errors can be compensated for, but ex-
isting error-compensation schemes have very limited theoretical
support. To quantify such improvements, we develop intuition on
quadratic problems and propose Hessian-aided error compensa-
tion, which outperforms existing schemes in numerical evaluations.

Parallel and distributed ML

min
x∈Rd

f(x) = 1
n

n∑
i=1

fi(x)

• Empirical risk minimization problems with finite-sum structure
• Each fi describes risk (loss) of x on data stored by worker i
• Huge communication to transmit high-dimensional gradients
• Performance bottleneck shifts from computation to communication

Motivation
• Compressors save communicated bits, but impairs accuracy
• Error compensation improves both solution time and solution accuracy
• Novel theoretical understanding of the benefit of error compensation

Error Compensation on Quadratic Problems
Develop insight into error accumulation by studying quadratic problems

minimize
x∈Rd

1

2
xTHx+ bT x.

The iterates {xk}k∈N generated by compressed gradient descent

xk+1 = xk − γQ
(
∇f(xk)

)

satisfy

xk − x� = Ak
γ(x

0 − x�)︸ ︷︷ ︸
linear rate

+γ ·
k−1∑
j=0

Ak−1−j
γ (∇f(xj)−Q(∇f(xj)))

︸ ︷︷ ︸
Accumulation of previous compression errors

,

while the iterates of the error-compensated gradient descent

xk+1 = xk − γQ(∇f(xk) +Aγe
k)

ek+1 = ∇f(xk) +Aγe
k −Q(∇f(xk) +Aγe

k)

with Aγ = I − γH satisfy

xk − x� = Ak
γ(x

0 − x�) + γek.︸︷︷︸
No accumulation

SGD with Hessian-Aided Error Compensation

Note: SGD with direct compression (C-SGD) is EC-CSGD with eki = 0.

Convergence Analysis
Assumptions:
• Each function fi(·) has L-Lipschitz continuous gradient
• gki satisfies E[gki ] = ∇fi(x

k) and E‖gki −∇fi(x
k)‖2 ≤ σ2

•Ak
i = I−γHk

i with E[Hk
i ] = ∇2fi(x

k) and E‖Hk
i −∇2fi(x

k)‖2 ≤ σ2
H

Non-convex problems: If γ < 1/(3L), then C-SGD satisfies

min
l∈[0,k]

E‖∇f(xl)‖2 ≤ A
k+1

1
γ
(f(x0)− f(x�)) +Bε2 + γ · Cσ2,

while EC-CSGD satisfies

min
l∈[0,k]

E‖∇f(xl)‖2 ≤ A
k+1

1
γ
(f(x0)− f(x�)) + γ2 ·Bε2 + γ · C̃σ2,

for positive constants A = 2/β,B = 3L/β,C = (1 + 3Lγ)/β, and
C̃ = α/β where β = 1− 3Lγ and α = L2 + 2(1 + 3Lγ)(σ2

H + L2).

Note: EC-CSGD error can be made arbitrarily small by decreasing γ.

Experimental Results (Least-Squares)
We highlight strong performance of Hessian-aided error compensation.

• EC-Vr.1 is EC-CSGD with Ak
i = I

• EC-Hessian is EC-CSGD with Ak
i = I − γHk

i

• EC-diag-Hessian is EC-CSGD with Ak
i = I − γdiag(Hk

i )

Here, Hk
i is the Hessian associated with gki at iteration k.
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Fig. 1. Performance of algorithms when the binary compressor is used.
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This extended abstract summarizes our efforts towards providing intelligible 
explanations for intelligent systems. Future work will focus on;

integrating the CIU explanation method in practical applications. 
producing personalized explanations by considering user’s characteristic.
investigating the usability of the explanations in real-world settings.

Future Research Directions
[1] Anjomshoae, S., Najjar, A., Calvaresi, D., Främling, K., Explainable Agents and Robots: Results from a Systematic 
Literature Review. in Proceedings of the 18th International Conference on Autonomous Agents and Multi Agent 
Systems. 2019. 
[2] Anjomshoae, S., Främling, K., Najjar, A., Explanations of Black-Box Model Predictions by Contextual Importance and 
Utility. In EXTRAAMAS 2019.
[3] Främling, K. and D. Graillot. Extracting Explanations from Neural Networks. In Proceedings of the ICANN. 1995. 
Citeseer.
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Systematic Literature Review

EXPLAINABILITY IN GOAL-DRIVEN DOMAIN:
Explaining the actions and decisions of autonomous agents and robots.
Inform user to understand the capabilities and limits of the agents. 
Explanations lead to better human-agent collaboration. 
Other terms; readability, legibility, explicability, and predictability.

EXPLAINABILITY IN DATA-DRIVEN DOMAIN:
Understanding predictions made by machine learning algorithms. 
Mostly for experts to evaluate the accuracy of the predictions.
Other terms; comprehensibility, justification, and intelligibility.

Background
EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI): Artificial intelligence whose 

actions and decisions are understandable by humans. 
Motivations
-General Data Protection Regulation (GDPR) (right to explanations).
-Increasing trust and transparency for intelligence systems.

Previous works are mostly dealing with data-driven XAI. 
We provide a systematic literature review on goal-driven XAI [1]. 
Then, present the Contextual Importance and Utility method for generating 
and communicating intelligible explanations [2]. 

Introduction

• The most widely used explanation type is introspective informative 
explanations that are based on the reasoning process which leads 
to a decision. 

• Several studies suggested generating explanation facilities based on 
practically relevant social science concepts.

Generating Explanations:

• Most studies selected single modality to communicate explanations 
(e.g. text-based, visuals, speech).

• A few works addressed the issues of personalization and context-
awareness.

Communicating Explanation: 

• Most of the studies lack evaluation or tackle simple scenarios.
• The number of empirical studies is more than the user-based 

evaluations probably due to limitations in time and subject 
availability to conduct a user study.

Evaluating Explanations:

Explanations of Black-Box Model Predictions by CIU

A systematic literature review is provided to gain insights into how current works 
solve the problem of generating and communicating intelligible explanations. 
Highlights from the systematic literature review are listed below;

• CIU values can be represented as text, 
visuals, or images.

• The variability in representing 
explanations could improve the 
interaction quality.

Explanation 
presentation: 

• CIU allows generating both complete and 
contrastive explanations. 

• Complete explanations are the causes of 
an individual prediction or a decision.

• Contrastive instances are why a certain 
outcome is more probable than another. 

Complete and 
Contrastive 

explanations: 
• CIU values can be represented with 

different levels of details based on the 
intended user.

• CIU allows providing explanations that 
are tailored to users’ specification (e.g. 
explanations for patient vs physician).

Personalized 
explanations:

CIU Method
The utility of the Contextual Importance and Utility (CIU) [3] method for providing 
intelligible explanations are briefly summarized  below; 

Price (x1)

Room (x2)
Location (x3)

Food (x4)

Hotel 1 
(y=0.75)
Hotel 2 
(y=0.18)

Hotel 3
(y=0.07)

.

.

.

.

.

y1

y2

y3

x2

x1

x3

x4

Criteria

Black-box model

Recommendations CIU Explainer Hotel 1 is recommended because, 
room quality is very good with fair price.

The location of the hotel and food 
are ranked above average.

Hotel 2 is NOT recommended because
while, it has an excellent room 

with an attractive price, 
The location of the hotel and food 

are ranked very poor.

Hotel 1 versus Hotel 2

Visual and text-based explanations

Price
Location

FoodRoom

Price Location

FoodRoom

I can explain!
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DNA Base-calling

Nanopore base-caller

Basecalling - a challenging problem
”Basecalling for ONT devices is the process of translating this raw signal
into a DNA sequence. It is not a trivial task as the electrical signals come
from single molecules, making for noisy and stochastic data.”
– Wicket al., “Performance of neural network basecalling tools for Oxford Nanopore sequencing”, Genome
Biology (2019)

Problematic

A piece of measured signals

Synchronization

DNA go through pore with non-constant speed

The motor protein drags DNA as it wants, i.e. unpredictable

The electron fieldwork push the charges DNA against the motor protein

to slow down the process

Underlying DNA sequence of length L gives N current measurements

Require base–signal level alignment to create training data

Measurements

The current measurements are affected by K consecutive bases, which

leads to model the states/classes as K-mer, of which K usually taken 5

– 7

Each K-mer with continuous current measure. Moreover, the rough inner

structure of the biological pore causes large variances

Unaware of DNA modifications by nature, e.g. methylation, in the data.

State of art is not ideal

The leading technology is held by Oxford Nanopre, which claims to use

DNN. However, the accuracy is not qualified for clinical usage.

The speed for base-calling is penalizing a lot for high accuracy perfor-

mance. Updating the hardware will increase the cost.

Method Proposal

Simple Hidden Markov Model

Use K-mer to represent the 4 nucleartide bases, i.e. state space of size 4K

Transition probability:

p(zn = CGTGx|zn−1 = CCGTG) where x ∈ A,C,G, T

Emission distribution: p(xn|zn)
Explicit-duration HMM

Introduce duration variable d ∈ 1, 2, ..., D

The state space extends to of size 4K ×D

Transition constraint by duration: p(zn = TTA, d− 1|zn−1 = TTA, d)

Transition on next base only allowed at d = 1

Inference: We can still use Viterbi or Forward-Backward algorithm to

decode the train of hidden states

Training the ED-HMM

Transition probabilities between K-mers can be learned by simple fre-

quency count

Duration probability and measurement model can be iteratively learned

by Baum-Welch algorithm

Current results

Data: Ecoli and Lambda phage

Trained with short pieces of Ecoli DNA(with methylation)and tested on

Nvidia-dgx station (4 P100 GPU cards)
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